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Abstract of Thesis
A Study of Predicting Achievement

in Analytical Geametry and Calculus
PURPOSE

The basic purpose of this study is that of finding a means of
differentiating between those students prepared for college calculus
and analytic geometry and those in need of further study below that
level, It is generally agreed that some students entering college
are better prepared in various fields than others; thus the purpose
of this study is to attempt to find a means of classifying according
to ability groups entering freshmen desiring to take mathematics,

It is expected that students of high ability in mathematics should
begin with a course in analytic geometry and calculus while those of
the lower ability and training be required to begin with algebra and

trigonometry.
LIMITATIONS

Since a workable method of predicting success of students in
Mathematics 201, Analytic Geometry and Calculus was desired, it was
decided that data sources should be those available for immediate use,
and that the prediction equation be constructed as simply as possible
without reducing the reliability of the prediction. The source of
data was limited to that available in the student's personnel record

file,



RELATED LITERATURE

There has been much study in regard to prediction of achieve-
ment in almost every field of study. In studying the many sources of
information it was found that the authors did find a significant means
of predicting success. The conclusions of the authors in general were
that there was enough increase in correlation with the use of a
multiple regression procedure to warrant its use for prediction of
success., 1t was also a general concensus of opinion that further study

in this area of success prediction was warranted.
DESIGN OF THE EXPERIMENT

The subjects of the experiment were freshmen college students
who had never taken a college mathematics course prior to taking
Mathematics 201, Analytic Geometry and Calculus at Austin Peay State
College. The criterion variable used in the study was the final grade
in the Mathematics 201 course. The predictor variables used were:
high school mathematics grade point average, high school general grade
point average, class percentile rank in high school, ACT English
score, ACT mathematics score, ACT social science score, ACT natural
science score, ACT composite score. The study was designed so as to
derive the simple correlations of the predictors with the dependent
variable, and also to derive a multiple regression equation using the

best possible combination of predictors.



ANATYSIS OF THE DATA

The data was collected and submitted to a 1620 digital computer
which computed the simple correlations and derived the best possible
combination of predictors. The best single predictor of success
proved to be the high school mathematics grade point average (+618).
The multiple regression equation chosen for use of prediction was:
Calculus grade = =l,735817 + 918036 (high school mathematics grade

point average) + (156528 (ACT composite score),

CONCLUSION

This study shows that a method of placement can be derived using
achievement type predictor variables which will allow students to

perform adequately in calculus in their first year of college.
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CHAPTER I
INTRODUCTION

The great scientific advancement brought on by "sputnik" has
caused the mathematician to take a serious look at the adequacy of
the entire mathematics program from kindergarten through the doctoral
level, Such studies as those made by The Committee on the Under-

1 and

graduate Program in Mathematics (CUPM), The Cambridge Conference,
the School Mathematics Study Group (SMSG) have inaugurated deliberate,
well-planned programs to update mathematices education., Recommendations
concerning the degree of training constituted just one phase of the
studies by CUPM. Recommendations most emphatically emphasized were:
"For all future high school teachers, the Recommendations plead for
requirements of a bachelor's degree with a major in mathematics con-
sisting of at least 33 semester hours of college mathematics courses";2
and, "For those people who teach advanced mathematics programs in high
school, for junior college teachers, and for people employed by univer-

sities to teach in the first one or two years, the Recommendations call

for a master's degree in mathematics,"3

1Goals for School Mathematics, (Boston: Houghton Mifflin
Company, 1963).

2Robert J. Wisner, "CUPM--Its Activities and Teacher Training
Recommendations" Committee on the Undergraduate Program in Mathematics
CUPM Report No. 1, Sept. 1961,

31bid,



When CUPM refers to the ccllege mathematics curriculum it takes the
stand that, "college mathematics begins with calculus."h In the intro-
duction to the recammendations of the Committee are found the guidelines
for the college and universities:

It is desirable that all calculus prerequisites,

including analytic geometry, be taught in high school,

At present, it may be necessary to include some analytic

geametry in the beginning analysis course, but all oth

deficiencies should be corrected on a noncredit basis,

Even if it is an accepted principle that college mathematics
should begin with calculus, there is always a question as to whether or
not an entering college freshman should be permitted to begin his
mathematics program in analytic geometry and calculus, If a student is
not prepared to begin college mathematics at this level, he should be
required to take courses in remedial mathematics in preparation for
his college work,

The purpose of this study is basically finding a means of
differentiating between those students prepared for college calculus
and analytic geometry, and those in need of further study below that
level, It is generally agreed that same students entering college are
better prepared in various fields than othersj thus it is the purpose
of this study to attempt to find a means of classifying entering

freshmen desiring to take mathematics according to ability groups. It

b1vsa,

SCommitted on the Undergraduate Program in Mathematics CUPM
Report Number 5, Jan., 1962, p. 15



is expected that students of high ability begin college mathematics
with a course in amalytic geametry and calculus while those of the
lower ability and training be required to begin with algebra and/or
trigonometry,

A realistic study of the problem requires the use of several
variables as predictors of success of students in the Analytic Geametry
and Calculus course at Austin Peay State College. It is generally
found that variables do not do an equally good job in the prediction
of any given criteria; thus it is desirable to determine the validity
of each variable and to study the results of combining variables by
a multiple regression procedure,

Since the purpose of this study was to find a workable method
of predicting success of students in Analytic Geometry and Calculus, it
was decided that data sources should be those available for immediate
use, and that the prediction equation be constructed as simply as
possible without reducing the reliability of the prediction, The source
of data was reduced to that available in the students! persomnel files.
The criterion variable used in the study was the final grades of the
students taking analytic geometry and caleculus as their first college
mathematics course, The data was programmed into a 1620 digital come
puter which camputed both the intercorrelations and the best multiple
regression combination, The best predictive combination of variables

was reduced to a regression equation for computing the possible degree

of success of an entering freshman taking analytic geometry and calculus.,



CHAPTER II
RETLATED LITERATURE

There has been much study in regard to prediction of achieve-
ment in almost every field of study. This author has found many
sources of information on this subject and therefore will mention
briefly only those which were closely related to the prediction of
grades in Analytic Geometry and Calculus.

In studying the sources of information it was found that in
each article there was a significant prediction of success. The con=
clusions of the author in general were that there waé enough increase
in correlation with the use of multiple regression procedure to warrant
its use for prediction of success. It was also a general concensus of
opinion that further study in this area of success prediction was
warranted,

W'ampler1 attempted to select measures of aptitude which could
be used effectively to predict performance in college mathematics,

The study concerned only the selection of measures for a prediction
scheme and not with a factor analysis of ability in mathematics. The
subjects were chosen from a group of students who had completed ten -
semester hours of imtegrated courses in calculus and analytic geometry

at Nebraska Wesleyan University. The tests used were taken from the

L50e F. Wampler, "Prediction of Achievement in College
Mathematics," The Mathematics Teacher, LIX (April, 1966), pp. 36L-369.




French, Ekstrom, and Price aptitude factors kit.2 The actual tests

chosen were:

Location Test

iy

X2 = Addition Test

X3 = Division Test

Xh = Subtraction and Maltiplication Test

XS = Mathematics Aptitude Test

X6 = Necessary Arithmetic Operations Test

X = Inference Test

X8 = Wide Range Vocabulary Test

X9 = Cube Comparison Test

%39 = Match Problems V

%37 = Surface Development Test

Each of the tests of aptitude was administered to the subject
at the beginning of the school year. Upon completion of the course
Mathematics 106, Calculus II, a standardized test in calculus was
administered, The eleven aptitude measures were used as prediction
variables and the calculus test score was used as the criterion
variable., The entire set of scores was submitted to a linear regression

analysis utilizing an IBM 1620 digital computer with a program written

2Tbid,, p. 365, J. W. French, R. B. Ekstrom, and L. A, Price,
Kit of Reference Tests for Cognitive Factors, Educational Testing
Service, Princeton, New Jersey, 1963.



by Griffith-3 The best combination of variables proved to be:
Location Test, Division Test, Inference Test, Wide Range Vocabulary
Test and Cube Comparison Test, The multiple correlation coefficient
for this combination had the value ,9502 which differed significantly
from zero at the 1 per cent level and the regression equation for the
best combination of these five variables was Calculus Test score
equals .h209X1 - (o1h93X3) + .8930X7 + «8238Xg ~ J1601Xg + L.L96,
Prediction of performance on the standardized caleulus test using the
aforementioned regression equation should not be wrong by more than
3,176 points in approximately two-~thirds of the predictions one might
make,

The results of this study indicated that measures of aptitude
can be used effectively to predict achievement in college mathematics,

The purpose of the test conducted by Hulser and Smithh was to
find some means of predicting general grade point average of freshmen
after one quarter of college work at Central Missouri State College,
The experiment served a twofold purpose: The first step was to
determine the validity of each of the tests of the freshman battery

for predicting first quarter grade point average. The second aspect

3Joe F. Wampler, Op. Cit., D. 366, E. V. Griffith, "Linear
Regression Analysis of,AT§ Combinations of Variables," IBM 1620

General Program Library, No. 6.0.057, 1963.

i ' Validities of the
hL le D, Hulser, Gary Smith, "A Study of the
Tests in gentral Missoari State College.Fresh@an Battery." Central
Missouri State GCollege, Warrensburg, Missourl, 1963, p. le



of the study was to determine whether a combination of two or more
variables would produce a sufficient increase in validity to justify
the use of multiple regression Procedures,

The procedure began with the administration of the freshman
battery consisting of the School and College Aptitude Test (SCAT) and
the Missouri English Placement Test (MEPT), The high school percen~
tile rank was also used in this canbination.» College grade point
average computed from the first quarter grades served as the criterion
measure, All possible intercorrelations were computed between predic-
tors as well as the criterion variables, The best single predictor of
grade point average proved to be the high school rank, with a correla=
tion of 6000,

In the second phase of the study, use was made of all possible
combinations of tests. The best possible combination using linear
regression procedures proved to be the use of the SCAT, verbal, and
Quantitative MEPT and high school rank with a correlation of (,686).
But since the combination of the SCAT total score and the high school
rank was o671, only .015 less than the best possible cambination, and
the addition of each predictor does add a source of error, it was
decided to use the regression equation:

Y = L017133% + .0138291(2 ~ ¢110 where

Y = Predicted grade point average

Xl = Total SCAT score

x2 = High school rank

The experiment did show that multiple regression procedures can improve



prediction of grade point averages using SCAT, MEPT and high school

grade point averages, Stiles and 1,«!:'1.111am$S

at Vanderbilt University

School of Engineering wished to find a means to select from among the

applicants, those students having the best chance of succesg in

college. Eight prediction variables were selected,

I.

11,

111,

v.

V1.

V1I.

CEEBl

CEEB

CEEB

IQ

GP

HSpy

Age

College Entrance Examination Board
Scholastic Aptitude Tests Verbal Battery
Score

College Entrance Examination Board
Scholastic Aptitude Tests Mathematics
Battery Score

College Entrance Examination Board
Scholastic Aptitude Tests = total score -
CEEB

T M
Intelligence Quotient high school age

+ CEEB

levels, based on a mean of 100 and
standard deviation of 15

High School grade point average based on
a” 3,0 system

High School percentile rank in class

The age of applicant as of September 1959

5Raebu.rn Stiles, H. E. Willlams, wA Multivariate Analysis of

1t Engineering School." Journal of the

Admissions Criteria at Vanderbi =50
Tenn::see Academy of Science. Vol. 38, No. 1, Jan. 1963, Pp. 37-39




VIII. HSRE - High school Recommendations

The high school principal or counselor was

required to write a recomendation for

each applicant., Means of prediction were:

*1 - Student was given a positive

recarmentation by the high school

0 - student given neutral recommendation

or no recommendation

~1 - student given a negative recommendation
IX. G.P.A. = Criterion variable grades were computed

from college grades using the same basis as

that for high school G.P.A.

The data collected was entered into a computer programmed to
compute the intercorrelation of the nine variables, the means, and
standard deviations of the variables. A multiple regression procedure
by the Fisher - Doolittle method was employed to give the best pre-
diction combination of the variables. The prediction equation was
G.P.A. (predicted) - 2.4816 + L0011 CEEBy + ,0027 CEEBy + .L77h HSp p, +
1,1207 HSpp

The authors were quite interested in the fact that the high

school ratings by the principal or counselor proved to be of significant

value, In fact, the authors recommended an jmprovement on the rating

scale to increase the predictability. This scale would use the ratings:

5, superior college student; L, good student material; 3, student has

minimum qualifications for college; 2, there is doubt of success of the
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student in college work; 1, student is not qualified to do college

worke

The purpose of a study by Ivanoff ang DeWanJe6 was to determine

whether on the basis of certain available criteria, it was possible
to discriminate between students who successfully completed ninth-grade
algebra and those who campleted the general mathematics program. This
study differed from previous investigations of the problem not only
with regard to the variable under scrutiny but also with the design,
The subjects were taken from a large midwestern suburban non tax
supported high school open to male students. The group was divided
into 286 algebra students and 162 general mathematics .students. The
variables selected were: I. Q, rating, reading, arithmetic, language,
and composite scores from the High School Placement Test (HSPT) and
eighth grade mathematics marks., Grades were based on A-5, B-l, C=3,
D-2, F=1l, The hypothesis tested was that there is no significant
relationship between the two groups and the prediction variables
adopted.

The design of the experiment was set up as a regression scheme
using a dichotomous variable rather than the usual numerical variable,
Thus because the usual regression procedure was not appropriaf-e -

adaptation of the Fi.sher7 discriminant analysis was made. Data was

T. DeWane OPraeh. nUse of Dis~
6J ohn M, Ivanoff and Evermode iy sk eIl e e

rimina for Selecting Student

greneraln;aﬁ}r:aeiﬁigs.g The Mathematics Teacher, (May, 1965), pp. L12-L16.
7Ibid. p. 413, R. A. Fisher, "’l‘l:le Use of Muligiple Mei'szgrilggm

in Taxonomic i’roblems," Annals of Bugemics, VII (1936), pp. 179-10C.
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processed by an IBM 1620 digital computer using a two group multiple

variable stepwise discriminant analysis
The result of the experiment indicateq that there was a sig-
nificant difference between the two groups and that prediction could

be made as to the success of students in the two groups, The prediction

equation was ZAM + -.01255X2 - .02333X3 - .00250}(5 - .092Li6X 6+
1,75L42 where Z aM = The algebra general mathematics prediction score

L = (HSPT)  Reading

Xy = (HSPT) Arithmetic

Xg = (HSPT) Composite

X4 = Bth grade class work

In prediction, if the Z score was negative it predicted
achievement in Algebra whereas a positive score predicted achievement
in General Mathematics., It was further pointed out the students
found to be on the border line could be counselled in such a way that
they would understand and be encouraged to "beat the odds" through
diligent study and work habits.

In the present study, however, The American College Test (ACT)
test scores were chosen as part of the criteria of prediction; thus it
was necessary to understand the relation of the ACT program and limi~
tations. The official booklet "Using ACT on the Campus" was the best

source of information on using ACT scores as predictors. The booklet

itself states, "Although the ACT battery is not designed to prinK

an advanced placement function, the tests can contribute to an effective
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i 8
program in this area.,"® The bookiet also gives support for the use of

high school grades in combination With ACT in prediction of success,
"Perhaps the most reliable research finding in education is that high
school grades are predictive of college grades 5 further that academic
aptitude tests and high school grades combined are a better prediction
of college grades than either alone."9 The reliability and usefulness

of the ACT scores in selecting beginning college mathematics students

is thoroughly discussed in The Sixth Mental Measurements Yearbook,

Englebert states in reference to the mathematics test, "This test
should be very useful in screening beginning college mathematics classes
and in placement or counséling of si',udents.“10 But he also states

that "The test is not designed for differential prediction or advanced
placemen‘l:."-'l':L Latér he again emphasizes caution in using ACT test
scores for prediction of academic achievement when he himself quotes

the ACT booklet, Using the ACT on Your Campus, "Those responsible for

the ACT program wisely emphasize this in the section on student

counseling in Using the ACT Scores on Your Campus. !The question of

the relative suitability of a student for various curriculums or majors

8sing ACT on the Campus, (The American College Testing Pro-
gram, Inc., 1965), P. 30«

9Tbid., Pe 5.

book, (New Jersey, The Gryphon Press,

L1pid., p. 6.
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is an extremely complex one, and involves considerations beyond ACT

information such as the students' goals, interests, values, person-

alities, characteristics, occupational opportunities: The College's

aducation and training requirements and phi'.Los;ophi.es.‘“-"'2

I.ZIbid.’ p. 6.



CHAPTER ITT
DESIGN OF THE EXPERIMENT

The primary purpose of the experiment was to find a means of
oredicting success of entering college freshmen taking analytic
geametry and calculus at Austin Peay State College. The subjects
therefore were seventy-six freshmen students who had never taken a
college mathematics course prior to taking analytic geometry and
calculus., The selection was taken from classes conducted over a two
year period from 196k through 1965. The criterion or dependent
variable used in the study was defined in terms of the final grade
in the course Mathematics 201, Analytic Geometry and Calculus., The
degree of success of each student was recorded on a four point system
(A = L), Other means of measuring degree of success such as an
achievement test administered at the end of the course could have
been used; but since the final grades were the measure of success
in the eyes of the College and the experiment was designed to be
used as a measure of success at Austin Peay State College it was de-
cided to use the final grades as the criterion measure.

The design of the experiment required that the data used in

the procedure be readily available, thus it was decided to use only

those sources of data available in the studemt's persomel record

file at Austin Peay State College. The personnel record file con-

i nd his
tained the student's application, the high school transcript, a

i i i hool
ACT test scores. Because of the lack of uniformity in high sc
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Decessary to eliminate Some variables from the
experiment. Prediction variables chosen were:

X; = high

transcripts, it was

school mathenatics gradepoint average based on
a li point system, Only students taking four years
of mathematics in high school were selected for the
experiment,

X, = high school general gradepoint average based on a

point system, '

X3 = high school class standing based on percentile rank,

X), = ACT English score.

Xz = ACT mathematics score,

Xg = ACT social studies score,

X7 = ACT science score.

XB = ACT composite score.

It would have been desirsble to use variables which measured
emotional adjustment and interests but the personnel record files did
not contain such information., The prediction results were therefore
based entirely on measures of achievement,

The basic design of the experiment included a two phase study.
The first phase was the study of predictability of the calculus grades
by use of each individual predictor variable. The second phase com-

bined the independent variables by means of a multiple regression

procedure, Since most of the information obtained in the first phase

ive
was needed in the second phase, the procedure was 80 set up to g
lated
intercorrelations of all the variables at once. The data was accumu
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and then processed by an IBM 1620 digital computer using a program

1
yritten by Dykstra.”™ The use of this program proved to be a signifi-

cant aid in the choice of the best possible predictors. The author

so devised the procedure as to eliminate the predictors according to
the amount of weight each carried in relation to the other predictors.
Thus a stepwise elimination procedure eliminated the need of computing
the entire two hundred and fifty-six possible combinations in the

regression analysis.

nMultiple Regression Procedure," IBM 1620

totto Dykstra, Ires "og g3, 1963,

General Program Library, No



CHAPTER IV

ANALYSIS OF pata

The data was submitted to the computer which converted it to

the format needed in the 1620 digital computer program 406,043,  (Table I)

Computations were then performed which gave arithmetic averages, the
]

variances, and correlations of the independemt varisbles with the

dependent variable, (Table II)., Table ITI indicates the intercorrela-

tions among all the variables. Note that all correlations between the
dependent variable and each independent variable were significant at

the five per cent level of confidence except the ACT natural science
variable, Upon analysis of the correlation of each independent variable
with the calculus grade, it is noted in Table II that the variable with
highest correlation value was the high school mathematics grade point
average, and the class percentile rank in high school was second, The
correlation between the ACT mathematics score and the calculus grade
proved to be a strong third, and its correlation with the ACT camposite
score ranked fourth., While the intercorrelation of the high school
general grade point average with the high school mathematics grade point

average was the highest of all correlations, the high school general

grade point average ranked only £ifth in correlation with the dependent

varisble, Natural science, English, and social studies proved to

Totto Dykstra, Jre, nMultiple Regression Procedure," IBM 1620

General Program Library, No. 06,043, 1963,
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class grades in college caleculus, A
very surprising factor in the results of the experiment was that th
a e

correlate to a lesser degree with

correlation ratio of 0.37 of the English ACT score and the g ndent,
€ dependen
variable proved to be barely significant at the one per cent level of

confidence,

In order to find the best Possible combination of a1l the
variables the equations were computed in a stepwise manner. The cam-
puter selected the best possible combination of all eight independent
variables and then eliminated, one at a time s the variables which
added the least amount to the overall regression equation, It can be
noted here that the general high school grade point average variable
was eliminated from the regression equation because of the high
degree of intercorrelation it had with the high school mathematics
grade point average, and therefore did not add significantly to the
overall regression equa’c,ion.2 Table IV shows the best combinations
of predictors, their multiple correlation, the multiple correlation F
scores, the degrees of freedom of the numerator, (DF1), the degrees
of freedom of the denominator and the standard error of estimate.
Correlation did increase with the use of multiple regression analysis,
The best single predictor showed a correlation of ,618, and the

addition of just one variable increased the correlation value by o081

to a value of ,699., The highest multiple correlation resulted from

%George W, Snedecor, Statistical Methods, (Ames: The Iowa
State University Press, 1956), Pe 430.
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the use of all eight variables ( h5)
. e At this point it mu

st be

noted that the addition of independent, Variables does dec th
rease the

reliability of the correlation factor,3 Since the design of the
0

experiment called for the best cambination of variables with a workable
method of predicting the success of studemts in Analytic Geometry and
Calculus, it was decided that the use of the linear regression
equation employing high school mathematics grade point average and ACT
composite score would be the most feasible method of prediction, The
regression equation for the best combination of the two variables is:
T = -U.735817 + ,918036 Xy + ,156528 Xg
The standard error of estimate using this regression equation was o952,
Upon analysis of the raw data one finds that if a student had
a minimmm mathematics grade point average in high school of 2.5 based
on a L point system, and a minimum composite ACT score of 20, he would
in forty-two cases out of the forty-eight make a C or better in
Mathematics, Analytic Geometry and Calculus., An interesting aspect was
that only one case in the entire population of fifty-six cases did

better than one would expect using such a cut off point in analysis.

3Tvid,



CHAPTER v
SUMMARY AND CONCLUSTONS

The basic purpose of the study wag to select a means of
o

placing entering college freshman Students in the course Mathemati
ics

201, Analytic Geometry and Calculus, Selection of predictor variables

was entirely from the student's personnel record file at Austin Peay
State College. This procedure was adopted since a readily available
and simple means of prediction was desired., Selection of the sample
for analysis was taken from the persomel record file of all entering
freshmen at Austin Peay State College who had taken Mathematics 201,
Analytic Geometry and Calculus as their first college mathematics
course, Data was taken from the student records during the period
196l through 1965, The eight independent variables selected as test
criteria were all submitted to a multiple linear regression procedure
to find the best possible combination of predictors of success in
Mathematics 201, Analytic Geometry and Calculus. Data was collected
and analyzed by a 1620 digital computer. It was found that the best

possible single predictor was the high school mathematics grade point

average, The use of multiple regression procedures did increase the

correlation significantly. The final choice of predictors was the

use of the high school mathematics grade point average and the ACT

composite score in a linear regression equation.
" - igh
Upon analysis of the data it was giscovered that a minimum hig
int system
school mathematics grade point average of 2,5 on a L po ¥
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: h 0 on
bined with a minimum of 2 the ACT composite score proved to be
o

a very reliable predictor of a gragde of
p C or better in the
course

Analytic Geometry and Caleulus. The correlations of the vari
various pre-

dictors combined with the dependent variapie did not prove to be of an
extremely high value, but they diq compare favorably with the results
of other work in this area of study,

This study raises some belief that some method of correlation of
study habits in combination with achievement type predictors would
increase the value of the results substantially, It is also realized
that the first grade in college mathematics is not necessarily a
predictor of overall ability and success in mathematics,

Since an important purpose of Austin Peay State College is the
preparation of future teachers of elementary and high schools, one
must realize that a2 high school teacher of mathematics will be primarily
interested in algebra and geometry. Therefore a question can be raised
as to the feasibility of dropping algebra entirely in order to take
caleculus in the first year., Thus it is recommended that further study

be made comparing graduates who began their mathematics with freshman

algebra with those who began with freshman calculus.

This study shows that the proper placement of students in

mathematics courses can be aided by using achievement type predictor

variables, and with proper guidance and motivation students can perform

adequately in calculus in their first year of college.



Best, John We, Research 1_.n Education,
’ Prentice-Hall, Inc., 1963, 304 ggg

Borko, Harold., Computer Application in
’ Englewood Cliffs, ﬁgﬂmnﬁc Z%;a Behavioral

lewood Cliffs, W, J,.

Sciences,
s 4NC,, lm PPe

Buros, Oscar Krison, (Ed.), The Sixth Ment
’ New Jersey, The Grypth—H-eE ma_l Measurements Yearbook

Catalog of Programs for IBM 1240 ~ 1401 - 1420 - ko ang 1460 Data

Processing Systems December 1965, IBM Syst .
File No. 1401/1440 - 20 Form 0203_ 1601}'?. ;1:18 Reference Library

Committee on the Undergraduate Program in Mai;,hematic R
Jan, 1§3§o - 2 ‘eport k' 5’

Dykstra, Otto, Jre, "Multiple Regression Procedure" IBM 1620 General
Program Library NO. o%’ 00,43’ 19630

Fisher, R. A., "The Use of Multiple Measurement in Taxonomic Problems,"
Amuls of Eugenics, VII (1936).

French, J., W., Fkstrom, R. B. and Price, L. A., Kit of Reference Tests
for Cognitive Factors, Educational Testing Service, Princeton,
New Jersey, 1963.

Garrett, Hemry E., Statistics in Psychology and Education. New York:
Longmans, Green and Co., 1953. L22 DPe

Goals For School Mathematics, (Boston: Houghton Mifflin Company, 1963).

Good, Carter V., A. S. Barr, and Douglas E. Scates, The Method?%oglm
of Education Research. New York: Appleton Century Crofts, oy

ToLI. 588 pp.

1 Combinations of

Griffith, E, V., "Linear Regression Analysis of Al 6.0.057, 1963

Variables," IBM 1620 General Program Library No.

: hton Mifflin
Hi1lway, Tyrus, Introduction to Research, Boston: Houg

Company, 1956, 293 PPe
New York:

Hoel, Paul G, , Introduction to Mathematics Statistics.

John Wiley & Sons, Inc., 7950, 305 PPe



Iyle and Gary Smith, "A Sty of 23
in the CMSC Freshmen Battery?: Unthg va}];idities of the Tests

Missouri State College, no date, 88, The Centpa]

Hulser,

mtson, Percival W., The Guidance Functj
Hutson, Appleton Century Crofts, W.E Egu;;tion.

Tvanoff, John M. and DeWane POraem, Evermoge n .
Zmalysis for Selecting Students fop ng;sg‘:‘idmscrmnam
General Mathematics." The Mathematics Teachere ihlge%gs”

, .

Johnson, Palmer O., Statistical Methods in Re
i’rentice-Hall, Inc., 1950, 357 pp. Zesearch. New York:

New York.

Lindquist, E. F., Statistical Analysis in Educationa
Houghton Mifflin Company, 1940, 2 D, 1 Research, Boston:

Mueller, John H., and Kerl F. Schessler, Statistical Reaso in
Sociclogy. Boston: Houghton Mifflin Company, 1961, ﬁ']l{ PPe

Richmond, Samuel B., Statistical Analysis. New York: The Ronald

Press Company, 190L. 509 Pp.

Snedecor, George W.,, Statistical Methods, (Ames: The Iowa State
University Press, 1950,)

Stiles, Reaburn, and H, E. Williams, "A Multivariate Analysis of
Admissions Criteria at Vanderbilt Engineering School," Journal
of the Tennessee Academy of Science, Vol. 38, No. 1, pp. 37-393

January 1963,

Underwood, Benton J., Carl P, Duncan, Janet A, Taylor and John W,
Cotton, Elementary Statistics. New York: Appleton Century
Inc. ’ I9§ﬁ

Crofts, . 211 pp.

Using ACT on the Campus, (The American College Testing Program, Inc.,
~1965,)

Wampler, Joe F., "Prediction of Achievement in Co
The Mathematics Teacher, Vole LIX, No. Ly PP.

1lege Mathematics."
g36h-369, April 1966,

Wisner, Robert Jey "CUPM - - - Its Activities and Teaghezl;r graaigllilg
Recommendations," Committee on the Undergraduate Progref —

Mathematics No, 1, September 1901.




DATA CONVIRSION ¥ MILTTIPLE, REGRESSTON PROCEDURE

MATH GPA GEN GPA CLASS RANK ACT ENG ACT MATH ACT S0C ACT N.S. ACT COMP CAL GRADE

3.00 3.22 92,68 20 2l 21 22 22 1,00
2,50 3.00 38,46 10 20 15 20 16 0,00
2.75 2,59 L5.70 2l 28 g5 27 26 0,00
3.75 3.00 8l.ly2 25 27 25 23 25 2,00
175 2.31 39.05 19 25 22 26 23 0,00
L.00 3,86 97.7L 23 26 28 20 2l 2,00
3.75 3.00 77416 22 26 26 ! 26 2.00
3.75 3.50 85.06 19 25 29 25 22 2,00
3.50 3,95 96,95 29 28 29 27 28 3,00
1,75 1,95 31.L6 I7 21 18 26 21 1.00
2,50 2,42 L9.63 19 2l 22 31, 2l 0.00
11,00 3,68 98,00 26 28 23 29 27 4,00
L.00 4,00 98,87 29 29 26 30 29 L,00
2,75 3400 60,00 20 27 25 31 26 2,00
3.75 3.87 95,18 21 29 23 23 2l 3.00
2.25 3,00 82,12 21 30 33 27 28 2.00
3.75 3462 95.5L 23 26 22 26 2l 2,00
2,75 2.2l 5043k 09 21 12 il i 2,00
3.75 3.63 89.66 19 21 2l 28 23 0.00
3.50 3,31 89.00 25 25 29 25 26 2,00
3425 3.09 83.33 2l 31 23 2l 26 3,00
3.25 3.21 89.19 12 28 25 28 23 1.00
3.50 3.05 89.16 25 31 29 27 28 2,00
3.00 2,80 71,57 17 2l 16 22 20 1,00
L.00 3425 97.56 26 27 22 2l 25 2,00
3.25 2,78 TL.97 23 35 25 26 27 2,00
.00 3.89 82,96 22 25 20 27 2l 3.00
3.75 3.35 87.06 2l 33 28 28 28 3,00
1,75 2,00 50.83 17 15 18 20 18 0.00
L.00 3.7L 9k,07 21 23 27 23 2l 2,00
11,00 3.3 92.55 18 32 29 29 27 3.00
3425 3419 86.00 22 25 27 30 26 3.00
3.50 2.8L 56.83 18 27 26 28 25 3.00
3.00 3.2l 90.10 21 28 20 25 2l 2,00
3.75 3.22 90.97 17 32 25 28 26 3.00
3.25 3.35 93.68 2l 26 17 26 23 1,00
.00 3.39 93,00 20 28 28 23 25 14,00
3.25 2,89 62.98 16 2L 23 19 21 2,00
Li.00 3.89 91,93 23 26 25 20 2l 3.00
3.25 3.21 88.L49 21 29 21 28 25 4,00
Ls.00 3.75 94,67 21 27 28 28 26 2,00
3.75 3.00 90.85 23 32 25 23 26 L.00
2,50 2,94 80,71 20 19 20 26 21 2,00
3.50 2,8 68,85 10 33 29 26 25 3.00
© 350 11 85,00 17 27 21 28 23 0,00
3.50 2,53 63.92 19 2l 18 23 21 0,00
2,75 2,72 6.7 2l 26 28 27 26 2,00
3.75 3.46 95.2L 21 30 26 26 26 L400
3.75 3.63 91,37 2l 31 30 29 29 L.00
3.00 3,53 70.56 23 31 23 21 25 1,00
L.00 3.66 97.97 2y 3L 25 26 27 11,00
L.00 L.00 98,65 2l 3k 31 Eal 30 k.00
3.50 3.25 86.58 18 29 26 32 26 2,00
L.00 3.l 95.69 15 29 25 28 2l Li.00




Note:

TABIE I

TABIE OF AVERAGES VARIANCES AND CORRELATION WITH Y

Average
3.388393
3.22571h

81.21LL6L

20.857143

274250000

2L.321L429

25.875000

2L,6142857
2.2321L3

Variance
»381635
257178

324889450

19.,215582

16,918182

18.73116)

13,093182

983376
1.708766

Correlation with Y
618056
575028
+615712
+373960
«590930
«L811490
«256101
.586329

r at 1 per cent level of confidence is ,342

r at 5 per cent level of confidence is .26l

25



H.S. math GPA Xy 4790635

H.S. gen

HeSe & rank X

GPA X

ACT English Xh

ACT math

ACT social S, X6

ACT natural S, X

ACT composite X8

Note:

r at 1 per cent level of confidence is ,3L42
r at 5 per cent level of confidence is ,26L

TABIE IIT

INTERCORREIATION OF ALL VARIABIES

X
3

«797740
«836521

%

366636
506238
.513625

R

L9TTLY
«L15169
471478
«358991

Xg

L5483
173239
70576
127975
600048

Xy

+194955
«2U2753
#2149519
«315225
«390615
L8LL26

Xg

.1190555
+5393L45
.561216
«715752
.780927
812408
681796

p 3

.618056
«575028
»615712
373960
«590930
481490
+256101
.588329

9¢



TABLE IV

BEST PREDICTOR COMBINATIONS

Variable Multiple Multiple F Degrees of Freedom Standard Error
Correlation DF1 DF2 of Estimate
X4 618 33.377739 » | 5L 1,037
Xy Xg 699 25.365517 2 53 0952
X, X, Xg 709 17.547875 3 52 «9L6
Xy X) X9 Xg .720 13.741056 L 51 L0
Xy X5 %), X, Xg <731 11.488321 5 50 «925
Xy X4 X), Xg Xo Xg «Th2 9.989625 6 L9 .929
X x3 Xh XS x6 x7 XB nn 8.522220 7 L8 o934
X) X, X3 %) Xy Xg Xy Xg .7h5 7329985 8 L7 .o 9h2

Note: F values are significant at the 5 per cent level of confidence on all combinations
r at 1 per cent level of confidence is .3L2

r at 5 per cent level of confidence is .26l

L2



TABLE V

LINEAR REGRESSION EQUATIONS USING BEST PREDICTOR COMBINATIONS

-2.199235 + 1.307811 X
<l4.735817 + .918036 Xy

+

-1.282212 + ,853571 Xp
-Li.332532 + 4837114 X4
-11.083929 + 506621 Xy
-114295557 + 4502476 Xq
~1.212815 + .53TL6L X4 +
-L.380966 + .L88136 X, +
+ 573578 Xg

+

+

156528 Xg

S

059908 X
.056807 X), =
»01658L X3 =
017400 X5 -
017571 X3 =
162696 X, +

+209888 XB
.082859 X, + 4286371 Xg

-070877 X), - .082521 X, + .278626 Xg

-101277 X) = «074160 Xg - 4105099 X, + 107724 X

J1L5713 Xj, = 4058615 X = «107L00 Xz - 4143528 X, + 575790 X

~015348 Xy = «147327 X), - «056177 Xy - +108UWi5 X4 - 143211 X,

82
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